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Unmixing is a crucial technique in analyzing hyperspectral imaging 
(HSI) data, which involves identifying the endmembers present in the 
data and estimating their abundance maps. Due to some practical 
constraints in the atmospheric environment and illumination 
conditions, HSI data is nonuniformly distributed along the spectral 
domain or contains spectral variability, which brings incomplete and 
biased spectral information in the hyperspectral unmixing. To 
overcome these issues, we propose two data formulation models with 
two applications: remote sensing and X-ray microspectroscopy. First, 
we introduce the nonnegative matrix functional factorization (NMFF), 
which is an extension of classical nonnegative matrix factorization 
(NMF) for hyperspectral unmixing. In particular, we present a novel 
functional factorization model by incorporating the implicit neural 
representations (INR) to learn about endmembers. Secondly, we 
present another data formulation model tailored for X-ray 
microspectroscopy. We have developed a dedicated unmixing microspectroscopy. We have developed a dedicated unmixing 
framework that eÁectively handles noise and spectral variability, 
ensuring robust analysis. This framework enables accurate chemical 
state identification and characterization in complex samples. By 
employing these data formulation models and unmixing frameworks, 
we aim to overcome the limitations posed by non-uniform distribution 
and spectral variability in HSI data. These advancements pave the way 
for improved analysis and understanding of hyperspectral datasets in 
various fields, including remote sensing and spectroscopic imaging.
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