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ABSTRACT
Lyapunov stability is an important notion for 
dynamical systems, which has been absent in 
the optimization literature. When studying 
optimization methods, the goal has always been 
proving convergence. However, convergence to 
critical points could sometimes be unrealistic or 
undesirable in practice. In this talk, I will 
introduce the notions of Lyapunov stability for 
optimization methods. I will then describe my 
works on characterizing the local and global 
stability of first-order methods. My results apply 
to problems arising in data science. In 
particular, I provide a guarantee of the SGD 
optimizer for training neural networks.
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