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ABSTRACT
Learning theory, which aims to evaluate machine 
learning models' performance quantitatively, is the 
fundamental building block of machine learning. This 
talk presents the recent advances in learning theory. 
Specifically, the talk focuses on the performance of 
machine learning models using non-Euclidean space. 
Recently, hyperbolic space, one variant of non-
Euclidean space, has attracted attention since it can 
represent the hierarchical structure behind data in 
extremely low-dimensional space. However, such 
capability also involves a high risk of overfitting. 
Here, overfitting means performance degradation 
owing to data incompleteness. The presenter, for the 
first time, successfully provided the upper bound of 
hyperbolic-space-based machine learning's 
performance degradation by overfitting. This talk first 
reviews learning theory's motivation and the 
advantage of hyperbolic space in the machine learning 
context. Then, the talk introduces the presenter's 
recent work on performance analysis of hyperbolic-
space-based machine learning using learning theory. 
If time permits, the talk briefly reviews the presenter's 
contribution to information-theoretic learning theory.
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