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ABSTRACT
One of the fundamental challenges in applying trained 
supervised learning models to real-world scenarios is 
that the discriminative features in the training data 
(source domain) and the testing data (target domain) 
are not the same. For example, the machines used for 
collecting training data could be completely different 
from those of actual application platforms. Simply 
applying the model trained on the source domain to 
the target domain will significantly degrade its 
performance. To address this issue, traditional 
approaches require collecting labeled signals in the 
target domain for retraining, but it is arduous and 
expensive. Therefore, there is a strong demand to 
design a generalized learner that can adapt such 
domain variances, which allows the data distributions 
from the different but related data domains to have 
heterogeneous features with different dimensionalities. 
This talk will present cross-domain fault diagnosis 
approaches that mitigate the variances between the 
different data domains, including scenarios involving 
cross-platform and Sim2Real transitions. The proposed 
works can effectively classify target domain samples 
without requiring manual relabeling. Additionally, this 
talk will showcase domain adaptation models that are 
capable of transferring knowledge in high-dimensional 
signal tasks, including multi-channel human activities 
and computer vision. 
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