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Abstract

The remarkable empirical performance of the Stochastic Gradient
Descent (SGD) algorithm with constant learning rate has led to
effective training of many large-scale machine learning models in
modern data science. In this talk, we provide several attempts to
understand the effects of noise in the SGD algorithm from a
probabilistic approach. Our first attempt introduces a stochastic
differential equation to describe the diffusion limit (as the learning
rate tends to zero) of the discrete SGD recursions. Based on this

diffusion limit, we connect SGD with a noise-injected gradient .
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general case of SGD, namely Multiplicative SGD (M-SGD). We . o .
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performances of vanilla SGD from both empirical and theoretical

validations.
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