
S E M I N A R  S E R I E S
S C H O O L O F D A T A S C I E N C E

Smooth Constraint Convex Minimization via Conditional Gradients
Date: 
Time: 
Venue: 

19 March 2019 (Tuesday) 
2:30pm to 3:30pm
P7510, 7/F, Yeung Kin Man Academic Building (YEUNG), 
City University of Hong Kong

Enquiries: 3442 7887 All are welcome

Conditional Gradients (aka Frank-Wolfe Methods) are an important class of algorithms for smooth 
constraint convex minimization, in particular when projection onto the feasible region is non-trivial or 
sparse representation of iterates via extreme points is desired. Due to their simplicity, conditional 
gradient methods have become the methods of choice for many applications despite often suboptimal 
theoretical convergence rates. In fact, often the empirically observed rates are significantly better than 
the worst-case rates and recent refinements of the basic conditional gradients methods achieve, e.g., 
linear convergence in the strongly convex case or allow for variance-reduced stochastic variants. In this 
talk I will discuss some of these recent developments and discuss further extensions as well as open 
problems.
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