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In this talk, I will discuss briefly the theoretical advances of non-convex optimization 
methods stemmed from machine learning practice. I will begin with (perhaps the simplest) 
PCA model and show that scalable algorithms can achieve a rate that matches minimax 
information lower bound. Then, I will briefly discuss the recent progress on escaping from 
saddle points, and the importance of noise therein. Finally, I will introduce our new SPIDER 
technique which can be used to design an algorithm achieving a (perhaps surprisingly) 
$O(\varepsilon^{-3})$ convergence rate for finding an $(\varepsilon,O(\varepsilon^{0.5}))$-
approximate second-order stationary point.
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